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Engineering Database
Current situation (1)

® In a spacecraft project, many engineering
databases do exist, ...
m well designed for their domain
s only fragments
s made for a small section of the space system life cycle
= own database
® No data exchange (time-consuming, error-prone)

m ... otherwise standard office products are used

m covering a significant part of the space craft design and
verification information
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Engineering Database
Current situation (2)

m Consistent data management is hard to achieve
m inconsistencies between the databases
m manual work to transfer data between the databases

s difficult to get a consistent data sets needed for
simulation tasks from data of more than one database

m no data life-cycle defined
e change process
e ldentification of incomplete/valid data

m validation of data is difficult, often manually
m redundancy
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Why "ready-to-use" Data Management
Systems would not solve the Problem

m Option 1: Document Management Systems
m DMS "think" document based ...

m integration required on user data level rather than on
administrative level only

m Option 2: PDM Systems
s PDM Systems can support workflows ...
- process level integration
m wrt. data management they function like DMS

m Option 3: DBMS

s DBMS alone would not resolve the data integration
Issue — semantic transformation needed between to-be-
connected tool and DMBS

m DBMS are not process-aware
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Cconsequence

An "Integration Platform" is needed that has the
following characteristics:

m DBMS to store user/admin information in a tool-independent
syntax and semantics

m capable to cover both, engineering data and process information
m database structure under control of DB owner
m Network-distributed environment as the basis for tool
adoption
s but also the capability for a file-based exchange
m Platform independent integration architecture
s centrally manageable and conforming to industry standards

m Workflows to control exchange and communication processes
from the user perspective

m flexible and configurable — not hard-wired

April 07
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ECSS ETM-10-23
Rationale and Goals

ECSS-E-10 Part 1B (System engineering - Requirements and
process) states:

"System Engineering Integration and Control shall establish and control a
database as a repository for engineering data from trade-offs, risk
assessment, requirements, analysis, design, and verification"

Enable efficient access of project teams to Project DB
project information vanagement oroduct
Reduction of overall project investment in o foswenee ™
data base systems I I
Ensure compatibility between the different TiiN g
phases and activities in a project: Engineering, oystem Enginsering Db
Testing and Operations o
Allow project data exchange across company
boundaries St
- = E : '.‘—‘ .
Support implementation of modern system i R
engineering approaches including integrated elated B8
project teams, distributed collaborative

engineering, use of product data management
systems etc.
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ECSS ETM-10-23
op-level Data Model

m System Engineering Data

= Requirements, Functional,
Architectural and Physical Design

AIT Data (procedures, logistics, ...)

Verification Data (description,
procedures, reports,

Operations Data (TM/TC Data,
Planning, Operational Procedures,
Bus Data, ...

m Engineering
Discipline

Related Data

April 07
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ElementCategor:

Formal Definition of
common characteristics
(attributes and properties):
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System Engineering Data

Verification Matrix

(jAssembly &
Integration
3

unctional [}
Design

Physical Architecture
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ElementDefinition

Formal Definition of a
particular type of an
equipment, device, ... :

Example data items are:
- Technical Specification
- Design Document
-ICD

- Bill of Material

- Test Plan

- Product Number (Catalog)
- Geometric Shape

- Default Calibration

/

ElementOccurrenge

Identifcation and Position of
an usage of an item of type
ElementDefinition:

Example data items are:
- unique identifier

- position, placement

- integration constraints

- position dependent

calibration curve

- Assembly structure
- Integration tree definition

ElementRealisatign

Realistation of an item of
type ElementDefinition

Example data items are:
- serial number

- As-built-status

- test report

- certificate

- delivery report/sheet
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Space System Reference Model (SSRM)
@cesa.

=S+ 1nn=nnSESom=Eisna

m Consortium

esponsible Contracts Officer: L van Hilten (RES-PTE) consisti ng of
Telephone (+31) 71-365 4544
Fax (+31) 71-565 5773 = EADS
Astrium
Subject: Invitation to Tender AO/1-5199/06/'NL/LvH = EADS ST
Space System Reference Model m PROSTEP

Reference: ESA/PC(2004)11. item number 04 1EM .04
Budget reference 061 (TRP)

awarded

contract
Dear Sirs Janu ary
The European Space Agencv (ESA) hereby mnvites yvou to submut a tender for the above 2007
subject.

Please note that the abovementioned mvitation to tender has been published on EMITS on
A0d §pcs O0E

April 07



o —-.c RS lIcr
e L LN integrate the futurd

SSRM — Study Focus

m Assessment of the ETM-10-23 approach

Definition of a methodology for the description of the
data model

m Selection of a feasible technology for the
transformation of the data model

m Elaboration of a data
model for a central 'TEl s
engineering database

m Validation of the
deployment and usage
In an operational context

Methodology Technology

Operational Implementation &
Deployment

Modelling
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SSRM — Timeline

Task Name [1st Quarter [2nd Quarter [3rd Quarter [4th Quarter [ 1st Quarter [2nd Qual
Dec '06\ Jan '07 | Feb '07| Mar '07 | Apr'07 | Ma

WP1000 Project Management

WP 2000 Scenario Definitiol _—

WP 2100 Scenario
Identification

WP 2200 Scenario S———

Description

WP 3000 Data Structure —

Mapping
WP 3100 Assessment of
DM Approach
WP 3200 Data structure
Mapping

WP 4000 Modelling and
Translator Generation
WP 4100 Implement Code¢
Generator
WP 4200 Demonstration
Appliation Integration

WP 5000 Demonstration ant
Evaluation

WP 5100 Set-Up/Test
WP 5200 Evaluation

Kick-Off 17.01 Kick-Off

Progress Meeting 1 17.04"‘ Progress Meeting|1

PRR 20.064p PRR

Progress Meeting 2 14.11)’ Progress Meeting 2

v
Final Presentation 29.02‘ Final Presentati
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Use Cases for an Engineering
Database (examples)

Submit data

Prepare data for review
Extract data i\
Consistency check

Operate data ”

Versioning
Create baseline

m Actors (Roles) i§
m Agency

SE Integration & Control

Engineering Database System

m Prime contractor /
Subcontractor

m Engineering disciplines

m System Engineering
Integration & Control

April 07
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Overview of the

IEAE&;._.

TOOL A

CTrrRd

(Virtual) Data Exchange

TOOL B

Tool API

Mapping

SSR API)

Adapter
A

Virtual Data Exchange

platform flexibility

Draft Meta-
Model
(ECSS 10)

datamodelapproach

Data Structure
B

A

Data Structure
A

genefated

Database
Definition

Format
Description B

Description A
(e.g. XSD)

specifies format specifies format

Modelling

A
Data A

Data B
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Neutral exchange and
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Architectural Basis
Service Oriented Architecture (SOA)

process

m Logic is encapsulated
by services

m each service

has a

public

interface with

operations and
parameters

m Typically, every SOA
component (like a
BPEL workflow) is a
service and can be
used by other
components

Encapsulate logic with services
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Architectural Basis
Model Driven Architecture (MDA)

m The Model Driven Architecture
approach, defined by OMG
m enables the formal specification of a

discipline-independent and neutral
data model

m supports the ability to apply state-
of-the-art development methods
and technologies

m enables the transformation of a

Computation Independent

data model into several platform Model (CIM)
specific implementations <+
Platform Independent
Model (PIM)
I
Everyt h I n g I S a M O d el Platform Specific Platform Specific
Model (PSM) Model (PSM)
v v

Implementation Implementation

April 07

rate the future



Soilcer

integrate the futurd

Basis for the Data Model

Requirements/Concept

Analysis

Detailed Design/BoM

Manufacturing

Lifecycle Support

Equipment Coverage  Electrotechnical  Data Supporting Components ™ Work activities oo uration CoE | S
+Power-ransmission  Systems « Terminals and o andresources i onts staes | -faciites

« Power-distribution  + Buildings Interfaces «define TGN O | i
« Power-generation + Plants « Functional justily o U e
«Electric Machinery ~ + Transportation  Decomposition of «approve R oo
«Electric Lightand Heat - Systems Product «schedule

« Control Systems +3D Cabling and

Administration -

+feedback

. — = Harnesses. -
o e e Rl e Tl jcheriems e

S = -l T Execution
Conformity to the concept of a system Associated Finite 1 el diut =" Instructions Archiving
System definition data and configuration control (EF‘E'R)EM Analysis ] 2. Electrotechnical Plant
Requirements, requirement analysis, and functional allocation PG ] «Plant, e.g., Automobile Geometry %
Functional, functional analysis, and functional behaviour «Unit, eg., Engine Control Dimensions -

¥ material properties System
Physical architecture and synthesis . S bunit, e, Wniion System Tolerances ~
. . | . . i) A Inspection processes. N e ==
AP233, Systems engineering data AP209:2001, Composite and metal AP212:2001, Electrotechnical design 'S

representation

structural analysis and related design

and installation

AP219, Dimensional inspection

AP239, Product lifecycle support

Cross Process Utility

Physical layout of Components

the circuit card Assemblies

assembly i

Machi Pocket I 1

Description of Machining o

logical connections MR |

;ﬂmcng (h‘e . information  ®é =1 Bt el

functional objects i

Packaged parts Eaplciis M|

favzial Tolerances N——r]

interconnections rodn i

Configuration

management HEKEETET

Parameters for parts o

and functional Edition 3 in process to add gear features  planio ficess
Digital flow field data Future Editions objects Edition 2 in process .
Surface data Ground test analysis and results AP224:2001, Mechanical product
Analysis and computation Flight test analysis and results

AP237, Computational fluid dynamics

AP210:2001, Electronic assembly,
interconnect, and packaging

definition data for process planning
using machining features

£k Configuration [coms I Geometry
= = i Blarhing Dimensions
S (s e Materia
L ! Management (PDM) generation
— systems = -
Links multiple B
formats e -y - o
Fiachining — At
A
" . Design «milling J : »
AP203:1994, Configuration controlled | Analysis “turning 5 \
3D designs of mechanical parts and | et Sg‘?gn“’a;lﬁ‘% R\
assemblies
r Sheet metal b
AP 214:2001, Core data for automotive X . bending
et design processes AP232:2002, Technical data packaging: Pipe bending A
Related Standards core information and exchange AP238, Computer numerical controllers

Components Geometry
INRE (et cinodel and Ly Assemblies e Dimensions
Resuls Fﬂ"‘“q 5y 1 Material
Garercemnerng dcple: = 4

e st e

ey

SMA (Space Mission

AW LTPump
FW LT Pump (Spare)
FW HT Pump
AW HT Pump
Y Pt pump (spare)

Pump
Verlcal

o
process
planning

machining
“fabrication

Mechanical parts

Aspects) Structural steel
OGN Sheet metal bending
‘space envronmenteflects analysis Pipe bending
AP240, Process plans for machined

STEP TAS (currently formalized under 1SO)

1SO 13584 (Parts Library Exchange)
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Technological Basis
Application Server (J2EE)

Web- HTML/HTTP
browser
Resource
Connections
h EIS
Ric J2EE
Client SOAPHTTP Connector
URL HTTP Web
Java- . Server
. RMI/IIOP Connection
Client
Security
M Provid Se'\g:ilclm SMTP Mail
essage Provider
C+tt- d Connection Server
. I1OP
Client
Naming Service
Database
J2EE Transaction Monitor SQL-Net _server
Application
Client

Application Client
Container

Java Virtual Machine

Operating System

April 07
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Technological Basis
Workflow (BPEL)

m Programming language for business processes combined with
graphically representation

m Extensible for new language elements

m Properties of a BPEL process

m Process is a service
and itself can be
used from other

Varlables
n

services e e iGEEN -
m Process can be [g} QQQ]

synchronous or

asynCh ronOUS Fault H\zgglerse Correlation Sets
p f rm ed in s of error P support process instance
vav @ identification
(5
4 )
m OASIS standard A
Activities l:l \ Control Links
sub;)a:zlézsoé e l:l I:l ’—_‘ define the [;:'ocess' control
[ low
- J/

April 07 h-



Implementation Architecture
Logical Architecture

m Tools connected via Adapters to
the Integration Layer

= Adapter ool AP
m uses the tool API
m performs data transformation

m Integration Layer maps Adapters
to Services ..

m Services

m hide the details from the user
m can be used in workflows

m Domain Service

m provides methods to access or
manipulate data for a domain

m data format is XML

m Engineering Database
m a special "tool"
m contains the SSRM as data model

Domain

) Service
Domain

Service

. ENGINEERING
DATABASE

Integration Layer

April 07
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Tool

Implementation Architecture e
From Model to Implementation

L]
Adapter
i Integration Layer
From Informational Model Code Generaton N—
m XSD fl|eS procedures
m define the structure of the XML Code Generation
StreamS of Services

m XML 1/0 functionality
m  routines to format XML streams

m Database structure
m tables to accommodate data

m Database access code

Code Generation
of XSD files

m  object relational mapping SSRM
Code Generation
- of XML I/O ‘H
From Computational Model procedures L
m Services —
ode Generation
m each domain represented by L -
services (1..n) Eggaltr;ﬁzggg

Code Generation
of database
structure

April 07
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Demonstration Environment

Components

m Integration Application

m Service Layer

m Connector Layer

April 07

Service
B

Security

Business Logic

Integration Application

Mapping Functionality

Core Functionality

Connector Connector Connector Connector




Demonstration Environment
Scenarios

m Realization of Scenarios

m Combining (orchestrating) services to workflows
(business logic)

Start > imem &———»

) | Validate
m Business Logic Add
) Delete
m Complex functions
m repeatedly carried out

m Workflow
m Consumes services
B re-uses existing Integratloar;)sl%péhcatlon
components Con-
. nector nector nector nector
m combines them to

tailor-made

: Require Requirement
functions Eng Syste Eng System B

April 07
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... and finally

m Outlook
s Plan to report on results at PDE 2008

m Many thanks to the all co-workers in the
project:

Robert Birn (EADS Astrium)

Emmanuel Cheguillaume (EADS ST)

Carsten Zerbst (PROSTEP)

Mirko Theiss (PROSTEP)

= Thank you!
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